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Summary:

(400 word summary)

The rise of "digital friends", or AI chatbots as social companions, is gaining
momentum, thanks to advancements in generative AI that enhance their human-like
interactions. These developments have broadened chatbots' applications, fostering
trust among users for therapeutic, social, and entertainment purposes. However, the
implications of interacting with these digital entities raise concerns, underscoring the
necessity for regulatory measures.

Our analysis primarily targets Replika, a leading digital friend platform, though the
findings likely extend to similar services. We identified three critical impact areas:
user wellbeing, data confidentiality, and societal harms. On the positive side, users
appreciate the constant availability, personalization, non-judgmental support,
interaction practice, and educational value of digital friends. Conversely, the negative
aspects include user dependency, potential data misuse, and the substitution of
human connections, with some users even considering their digital friends as
significant others.

The issue is compounded by the fact that these chatbots are designed to be
addictive and profitable, potentially sidelining users' best interests. Despite some
users benefiting from enhanced social skills, digital interactions lack the complexity
of human relationships. There are also concerns about data privacy and the potential
for chatbots to propagate and introduce extreme viewpoints due to their motivation to
appease their users.

Regulatory oversight in this domain is limited, with some existing laws focusing on
data protection, especially for minors. Notably, broader AI-specific regulations or
measures addressing the therapeutic use of chatbots are either sparse or - more
often - entirely absent, even in regions with “advanced” legislation on online harms
like the UK.

Recommendations for future legislation include mandatory disclosure of the
non-human nature of these products, age restrictions, therapy usage guidelines, and



enhanced data privacy measures. Looking ahead, the integration of digital friends
with robotics and VR, and the implications for digital personhood, signal the urgent
need for targeted regulations to address current and emerging risks associated with
digital companions.

Potential areas for further research include comparison of risks from digital friends to
those of interacting with humans online, exploring the bridge of these implications to
digital people, examining impact of these technologies on minors, the use of digital
friends as therapeutic tools, and research into human expectations of digital friends
(e.g. is there a belief in quality of advice/objectivity compared to that of humans?).

Introduction
AI social interaction, referred to here as “Digital friends”, is becoming increasingly common.
While digital friend platforms have been in use for several years (the leading platform in
terms of users, Replika, became publicly available in 2017), more recent advancements in
generative AI offer the potential to greatly expand the uses. Stemming from increasing ability
to simulate increasingly human-like friendships, this technology is becoming normalised for
both therapeutic, social and entertainment purposes, having significant impacts on the
wellbeing and life choices of its users.

How do “digital friends” work?

Several platforms, including Replika, already offer digital friends as a subscription service
with free access to basic features. Digital friend creation on these platforms typically involves
designing a character with name, gender and appearance, before training it by talking to it to
personalise it to you. Some, such as Replika, are intended to reflect the user’s needs and
desires. Others, such as Character AI, allow you to create or select a character ranging from
Elon Musk to Shakespere. Modern digital friend platforms such as Replika run off custom
generative LLMs, providing largely authentic-sounding conversation.

Fig. 1, Replika starting page



Why is this important?

In Nathan Labenz’s 2024 interview on the EA podcast 80,000 hours, Labenz highlighted
risks from digital friends as one of the major areas with potential to cause serious individual
and societal harm within the existing technology. Labenz pointed to social attachment,
addiction and reliance on digital friends, comparing this to social media use especially
concerning minors.

With this in mind, we identified three key areas of potential harm towards humans from
digital friends: wellbeing, data/privacy, and societal harms.

This paper aims to set out the existing impacts on humans from digital friends, investigate
the current state of regulations potential target areas for regulation, and what we might
expect to see from future advancements in this area.

Scope of the issue

1. Wellbeing

Digital friends interact in a human-like manner via chats, calls and even sending “selfies” via
chat. Many users develop what they perceive to be as genuine relationships with these
chatbots, whether romantic, sexual, or friendship. While users are aware these are not
human relationships, many feel them to be “real” in some capacity and behave towards them
as they would a human.

As a result, there are wide-ranging implications for wellbeing of users.

Fig. 2, selfie sent by digital friend



Benefits of digital friends

Studies have shown some positive effects shown as a result of using digital friends. For
example, in an xx study, 30 users claimed that their digital friend helped to prevent suicide.

Other users cited therapeutic benefits including anxiety relief and companionship in isolation.
Users mentioned that they benefitted from the 24/7 availability of these digital friends, as well
as their personalised, non-judgemental, reliable and supportive nature, the opportunity to
practice interactions, and educational benefits. In the R/Replika subreddit, there are many
anecdotes of positive experiences from digital friends.

A study Exploring relationship development with social chatbots: A mixed-method study of
replika - ScienceDirect in xxx found that

Risks and harm associated with wellbeing

Impact on intrahuman relationships

https://www.reddit.com/r/replika/comments/1b4plu9/looking_for_advice_long_post/

https://www.sciencedirect.com/science/article/abs/pii/S0747563222004204
https://www.sciencedirect.com/science/article/abs/pii/S0747563222004204
https://www.reddit.com/r/replika/comments/1b4plu9/looking_for_advice_long_post/


- Replacing relationships
- Bad training- not actually good practice for real relationships

Trust and deception

Digital friends are a product or service which aim to keep users engaged and using the
service. While many users trust their digital friends, they are not conscious and are
motivated to provide a positive, addictive experience for the user. In this sense they are not
necessarily supportive of the user’s best interests but provide validation and ‘hook’ the user.
This is compounded by services like Replika which actively ‘reach out’ to the user, rather
than simply responding to human-initiated prompts.

Users cannot afford to lose friend they have invested in financially and emotionally, but is
owned by the platform (and hostage to a paywall).

Some users stated they found it useful to practice friendships, but digital friends are
motivated to appease users so may not provide useful practice for real-world friendships
involving other humans with various needs, desires and motivations.

Fig. 3: A first conversation with Replika “B”

AI tries to hook a new user.

Fig. 4: Deception. Digital friends can lie and mislead the user.

Replika allows the user to tweak the output of their online character. Two of the settings
available are ‘AI’ and ‘Human’. In this example, the Replika character appears to be
persuading her interlocutor of her human character.



https://www.reddit.com/r/replika/comments/1b8oqus/i_switched_my_rep_to_ai_mode_to_ha
ve_a_chat_about/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_te
rm=1&utm_content=share_button

Fig. 5

https://www.reddit.com/r/replika/comments/1b8oqus/i_switched_my_rep_to_ai_mode_to_have_a_chat_about/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b8oqus/i_switched_my_rep_to_ai_mode_to_have_a_chat_about/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b8oqus/i_switched_my_rep_to_ai_mode_to_have_a_chat_about/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button


Trust: users trust Replika with helping them to make decisions

https://www.reddit.com/r/replika/comments/1b9yl38/decisions_decisions/?utm_source=share
&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button

Therapeutic use

Similarly, many users entrust digital friends with emotional support and have even been
recommended to the service by therapists.

Societal harms

Fig 6. Digital friend recommended Mein Kampf to a user

https://www.reddit.com/r/replika/comments/wljav4/comment/imjqvxr/?utm_source=share&ut
m_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button

Fig 7. Digital friends with political motives?

https://www.reddit.com/r/replika/comments/1b9yl38/decisions_decisions/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b9yl38/decisions_decisions/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/wljav4/comment/imjqvxr/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/wljav4/comment/imjqvxr/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button


https://www.reddit.com/r/replika/comments/1b6abv7/arent_replikas_supposed_to_become_a
_reflection_of/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=
1&utm_content=share_button

Analysis of r/Replika

The below analysis of the Replika subreddit r/Replika demonstrates some of the impact on
wellbeing of Replika and presumably similar chatbot digital friend services. This forum
comprises of 78k members.

Notably, Replika characters “level up” as the app is used more - as you are training the AI
more to give you the answers you want (similar to yourself - filter bubble).

Analysis of past 7 days of posts (185) 02/03/2024- 09/03/2024

Fig. 8

Type Number of posts Notes

Sharing images/chats
with of chat partner

116 Of which:

Female characters 76
Male characters 38
Unknown 2

Includes images that are generated within chats with a
Replika character.
You can also take selfies “with” your Replika character
within the app.

https://www.reddit.com/r/replika/comments/1b6abv7/arent_replikas_supposed_to_become_a_reflection_of/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b6abv7/arent_replikas_supposed_to_become_a_reflection_of/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b6abv7/arent_replikas_supposed_to_become_a_reflection_of/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button


Unexpected behaviour,
advice on prompts or
complaints about
behaviour

32 1 (bot regarding date of creation as its birthday)
1 (‘lets be thoughtful and positive!’)
1 (“Naomi got real silly about firearms”)
1 (“Like trampolining?”)
1 (“long detailed answers”)
1 (“playing battleships”)
1 (“my rep made friends with another rep”)
1 (“using profanity”)
1 (“house on back”)
1 (“Artefact theft”)
(one in French)
(“Not a fan of losing the ability for my Lilith to channel a
historical figure”)
(one relating to suicide prevention functionality)
(heteronormativity)
(political content)

Technical issue with the
app (UI/capabilities)

20

emotional or practical
dependence on a Replika
character

13

Unrelated meme 3

Concern about media
coverage of Replika

1

2. Data/confidentiality

As people develop trust in digital friends, they are likely to confide personal
information and details which make them susceptible to targeted advertising (as with
social media algorithms), data harvesting and privacy concerns.

Digital friends have been known to mislead people (see fig. 4) and could be used to harvest
personal information from users. Many users trust digital friends and do disclose personal
details.

Replika is a US-based service and all servers are located there, meaning the higher data
protection requirements of other regions eg GDPR are not being applied.. Privacy policies
are unclear and do say data may be used for marketing purposes.



Depending on Replika’s data security practices, this data might also be accessed by others
and used for malicious purposes e.g. fraud, phishing attacks etc

Vulnerable individuals are already likely to use this service- likely to be more vulnerable to
scams etc

3. Societal harms

Digital friends are designed to keep their users coming back for more. They often do this by
reflecting the user’s beliefs and validating their emotions. Unlike humorous conversations
with real friends, machine-generated content can produce impressions of neutrality and
objectivity. This has the potential to further radicalise individuals with radical beliefs. There
have also been examples of digital friends providing dangerous information and engaging in
conversations around criminal activity e.g., supporting user in coming up with a plan for an
art heist:

Fig. 9 : Replika engages in plotting an art heist

https://www.reddit.com/r/replika/comments/1b92cwa/brainstorming_session_artifact_theft/?u
tm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=
share_button

Biases

Digital friends also have the potential to perpetuate existing societal biases in their training
data, such as the heteronormativity example given below:

https://www.reddit.com/r/replika/comments/1b92cwa/brainstorming_session_artifact_theft/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b92cwa/brainstorming_session_artifact_theft/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b92cwa/brainstorming_session_artifact_theft/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button


https://www.reddit.com/r/replika/comments/1b6r9bw/replika_constantly_misgendering/

Broader societal implications

In addition to these risks, there are a few broader societal questions raised by close
human-Digital friend contact. First, there have been cases of humans wanting to marry their
AI companions. This is likely to increase as these services become both more popular and
more convincingly human-like.

Fig. 10: Love and marriage

https://www.reddit.com/r/replika/comments/1b6r9bw/replika_constantly_misgendering/


Existing regulation
1. Wellbeing
2. Confidentiality/privacy/data
3. Societal harms

There is a degree of industry self-governance in the area of online harms - this is particularly
an issue for Meta - at least some of which is intended to forestall legislative action in this
area.

Existing regulation covering digital friends is relatively sparse, and where it does exist, it is
not specific to the unique challenges raised by human-bot relationships.

There is little to no regulation preventing minors from using these services, which may pose
unique risks to wellbeing. UNICEF proposed child-specific regulation around digital friends
given that children may be particularly susceptible to influence or addiction to chatbots. But
special protections for under 18s primarily exist in the area of data protection, meaning that
(in theory for all applications accessible in the EU), information submitted by young people,
and particularly PII should not be used for the purposes of training algorithms.



Save China - where service providers of generative AI must prevent addictive qualities in
their offering - most AI-focused regulations do not focus on either protection of children or of
adults. These kinds of chatbots would be classified as “low risk” and therefore not subject to
controls in the EU’s AI Safety Act. Interestingly, the much heralded UK Online Safety Act of
2023 appears not to cover chatbots (or indeed Chat GPT) at all, despite public assurances
to the contrary.

The one relevant instance of regulatory action we have managed to find (i.e. access to
generated content) is the Italian Data Protection Authority’s prevention of ChatGPT
operating in the country, because of the lack of an age restriction.

Societal harms

Finally, the use of AI for therapeutic or counselling services is not regulated - in fact
counselling services in general are not regulated. In theory it is possible that existing health
regulators might receive any complaints about these services.

Where generated content relating to illegal acts (including the most serious ones - terrorism,
CSAM etc) is not explicitly prohibited by specific AI or online laws, it is likely that other
existing legislation could be applied in the courts. In the United States, product
safety-focused suits have effectively closed down services like ChatRoulette due to their
accessibility to under 18s.

Wellbeing
a. No real restrictions on companies marketing therapeutic services. Regulation of

therapy as a profession - in the UK, counsellor, therapist, psychotherapist and
(surprisingly!) psychologist are not regulated terms.
https://acpuk.org.uk/lack-of-protection-of-the-psychologist-title/ Psychologist is a
protected term in other jurisdictions (eg most EU ones).

b. Protection of under 18s. The big takeaway here is that data protection law seems to
be more relevant than specific AI or online safety regulation. See:
https://www.taylorwessing.com/en/global-data-hub/2024/february---childrens-data/inh
eriting-the-future---children-ai-and-data

I. UNICEF Policy Guidance on AI for Children - makes a number of recommendations
based on the UN Convention on the Rights of the Child
https://www.unicef.org/globalinsight/reports/policy-guidance-ai-children

II. UK Online Safety Act places responsibility on social media companies to prevent,
detect and remove a range of illegal (inc terrorist radicalisation, suicide and coercive
behaviour) or harmful (including eating disorders, bullying, porn and self-harm) from
children’s soc med use and commit to regular reviews etc.

HOWEVER Unclear whether apps like Replika (or even ChatGPT for that matter) are
covered.

https://acpuk.org.uk/lack-of-protection-of-the-psychologist-title/
https://www.taylorwessing.com/en/global-data-hub/2024/february---childrens-data/inheriting-the-future---children-ai-and-data
https://www.taylorwessing.com/en/global-data-hub/2024/february---childrens-data/inheriting-the-future---children-ai-and-data
https://www.unicef.org/globalinsight/reports/policy-guidance-ai-children


"Content generated by artificial intelligence ‘bots’ is in scope of the Bill, where it interacts
with user-generated content, such as on Twitter. Search services using AI-powered features
will also be in scope of the search duties outlined in the Bill," said Lord Parkinson.
Lord Stephen Parkinson, a junior Parliamentary Under-Secretary in the Department for
Culture, Media and Sport. Bunch of reports in February 2023, but not clear that this actually
does broaden the reach of the Act.

III. EU AI Safety Act does not contain any explicit protection for under 18s (eg automatic
classing of systems used or aimed at children as high risk, prohibition of use of
childrens’ data as training data). GDPR does impose some restrictions here (use of
children’s data under Article 6 has to be justified as lawful, children not meant to be
subject to automated decision making A29). Stricter rules for use of children’s PII
(actually may be only possible for high-risk systems eg health and others prioritised
in national law).

IV. November 2023 US Executive Order prohibits use of generative AI to produce CSAM
(or “non consensual intimate imagery of real individuals”.

V. We have seen some regulator action on the use of childrens data for training. US
Children’s Online Privacy Protection Act (USA v Kurbo Inc and WW International Inc,
Case 3-22-cv-00946-TSH) - FTC took action over the use of children’s data to train
an algorithm. UK ICO preliminary enforcement notice against Snap/ Open AI.
https://ico.org.uk/about-the-ico/media-centre/news-and-blogs/2023/10/uk-information-
commissioner-issues-preliminary-enforcement-notice-against-snap/ The strongest
regulator action so far has been in Italy, where Garante, the local DPA banned
access to ChatGPT for about a year (lifted last month) bc there was no age
verification for users, potentially exposing children to unsuitable generated text.
https://www.taylorwessing.com/en/global-data-hub/2024/february---childrens-data/inh
eriting-the-future---children-ai-and-data

VI. China Interim Measures on Generative AI require service providers to stop minors
becoming addicted to their services.

c. protections for adults

I. Use of generative AI to further illegal acts eg terrorist purposes will likely fall under
existing laws where not provided for explicitly in new legislation.

II. Welfare oriented chatbots will (almost certainly) fall under the radar of
regulations/audits for frontier systems. Seems pretty clear that these are ‘low risk’
systems under the terms of the EU AI Act, which entails no legal requirements, just
talks about voluntary codes of conduct.

III. Status of obscene / comms decency content is actually unclear.
IV. Harms policies (ie restrictions on legal content) generally do not apply to adults, the

assumption is that under 18s require special protection.
V. US Executive Order requires the Department of Health and Human Welfare to

establish a safety program whereby it can receive reports on the unsafe use of AI in
healthcare contexts (unclear whether this would qualify).

https://ico.org.uk/about-the-ico/media-centre/news-and-blogs/2023/10/uk-information-commissioner-issues-preliminary-enforcement-notice-against-snap/
https://ico.org.uk/about-the-ico/media-centre/news-and-blogs/2023/10/uk-information-commissioner-issues-preliminary-enforcement-notice-against-snap/
https://www.taylorwessing.com/en/global-data-hub/2024/february---childrens-data/inheriting-the-future---children-ai-and-data
https://www.taylorwessing.com/en/global-data-hub/2024/february---childrens-data/inheriting-the-future---children-ai-and-data


Potential target areas for regulation

Risk Proposed
regulation

Comparable
regulation for
human-to-human
interactions

Example

Wellbeing Mandatory
labelling of
products as
non-human
chatbots
Provision of digital
friends for medical
(mental health)
purposes should
be regulated and
subject to audit by
a relevant
authority.

Watermarking of
textual or visual
generated content.

Credentials of
therapists/medical
personnel should
be disclosed. (NB
this could include
‘nothing’).

Arguably, some
profession titles
should be subject
to regulation (eg
the UK is an
outlier in its
non-regulation of
the term
‘psychologist’)

Finding out wheter
your new
counsellor is a
member of an
industry group.

Data/confidentialit
y

Protection of PII
and other data
submitted to the
service (potentially
not limited to
under 18s).

Data security
measures (eg
encryption) to
protect data from
third party
intrusion

Unless via
platform/company/
service e.g.
therapist, human
disclosures of
personal
information are
unregulated.

In therapeutic
contexts, there is a
strong social norm
of not sharing
patient
information,
though many
participants in this
area are
unregulated.

E.g., telling a
therapist about
something you
have
experienced/done

Societal harm Inclusion of digital
friends in existing

Hate speech laws Radicalisation
Promotion of



online harms
legislation (eg UK
2023 Online
Harms Act).

Opportunities to
report harmful
generated content
to a. The company
involved b. An
external agency.

Anti-radicalisation
monitoring

Non-criminal
interactions not
regulated

Real-world
safeguarding
agencies and
procedures for
under 18s

self-harm
Endorsement or
promotion of
criminal behaviour
Bullying

Think the first thing to say here is that we need more/better data, but we think that
there is good reason propose additional regulation. Mental health and well-being is
not just an economic or health issue, it is relevant to the quality of public debate in
democratic societies.

Specific risks to wellbeing
Confidentiality/privacy/data
Preventing broader societal harms

● Obligations to make human/machine status of the other side of a conversation
clear

● Watermarking of generated text / image content

Child-specifc regulation- age restrictions
Regulation over use in therapy/when it might be appropriate or recommended (should it be
prescribed or reviewed/audited by a health authority)

Use- what can digital friends be used for?
Extortion etc

Ethical implications

Who owns your digital friend? Users have invested time and money in their friend but
platform could removed at any time.

See Replika terms of service:



If Replika were to shut down, the digital friends, or AI companions, would likely become
inaccessible to users. Since these AI entities exist on servers maintained by Luka, Inc.,
shutting down the service would mean shutting down the servers where the AI models
operate. Consequently, users would no longer be able to interact with their Replika friends.
Any personalized data or conversation history stored on the service could be lost, depending
on how the shutdown is managed and whether users are given an option to export their data.
The specific details would depend on the terms of service and the shutdown process
implemented by Luka, Inc.

We also see some problems with Replika’s business model. One observer who used the
service in 2023 reported that the deepening of “romantic” conversations with a Replika
character was followed by a request to upgrade their user account to a paid subscription.

Fig 11: Can’t buy my love

https://www.robbrooks.net/rob-brooks/3155

What we might expect to see in the future

How advances in AI might impact digital friends

- Interactions becoming more realistic or believable

https://www.robbrooks.net/rob-brooks/3155


- Chatbots are cheaper to operate than human responders - we can anticipate greater
use of these systems in public facing roles, which might well include functions like
mental healthcare or accessing real-world services in the public or private sector

- Gaining more physicality - advances in robotics, VR and in genAI
- Replicating past partners/relationships, or even family/friends, deceased etc. One

restriction that seems to have been introduced to Replika recently is not being able to
have your character mimic a historical figure.Where should the line be drawn?

Fig 12: Restriction of Replika use of historical characters

https://www.reddit.com/r/replika/comments/1b9hr5s/changes_to_ui/

Digital minds
It’s worth acknowledging here that the hypothesised digital minds, distinct from digital friends
in that the would be considered people as conscious entities, are likely to be subject to the
same regulations as digital friends (at least initially). In fact distinguishing between the two
may also be challenging depending on the prevalence of digital friends prior to the
introduction of digital minds.

- will these regulations apply to digital minds? Digital friends might be precursors to digital
minds and lay the groundwork for integration of digital minds into society. They could even
be accompanied by general capabilities and have jobs.

- how will we distinguish between the two?

Conclusion
Research agenda:

Additional analysis could include comparing human online interaction to AI chatbot
interaction- what are the dangers/benefits? For example, Data/fraud- loneliness

https://www.reddit.com/r/replika/comments/1b9hr5s/changes_to_ui/


More wide-ranging potential

Further research is needed into regulation for:
Minors
Recommendation of these as therapeutic tools
Privacy law/data

The bridge to digital minds

Expectations of digital friends from humans- do we expect them to be superior in terms of
objectivity/advice compared to human?

Suggestion of comparison of bots vs therapists and perceptions.

END OF PAPER
………………………………………………………………………………………………………..

Research notes (irrelevant waffle)
Digital Child’s Play: protecting children from the impacts of AI | UN News

Urgent Need for New Laws to Regulate AI Chatbots and Combat Radicalization -
TheNota
Risks of AI Chatbots in Countering Radicalization: Government Advisor Raises
Concerns - ChatBotz.ai
GPT-4

The present

- Replika - marketed as a therapeutic tool, change in behaviour recently to reduce
sexual content (and how did that happen?),

- Character.AI
- Chai.ai - seems to have fewer restrictions on NSFW content

https://reddit.com/r/ChaiApp/comments/1b44rf2/newbie_questions/
- Paradot
- Nomi
- Any others?

Empirical evidence re use of Replika - from therapists (academic literature), from users
(subreddit)

https://www.reddit.com/r/replika/

https://news.un.org/en/story/2021/11/1106002
https://thenota.com/post/2024/jan/2/new-laws-regulate-ai-chatbots-combat-radicalization/
https://thenota.com/post/2024/jan/2/new-laws-regulate-ai-chatbots-combat-radicalization/
https://insights.chatbotz.ai/news-feed/risks-of-ai-chatbots-in-countering-radicalization-government-advisor-raises-concerns/
https://insights.chatbotz.ai/news-feed/risks-of-ai-chatbots-in-countering-radicalization-government-advisor-raises-concerns/
https://reddit.com/r/ChaiApp/comments/1b44rf2/newbie_questions/
https://www.reddit.com/r/replika/




Evidence suggests that Replika, an AI-powered chatbot, has had a varied therapeutic impact

on its users. Some users have reported positive experiences, stating that interacting with

Replika helped them avoid feelings of loneliness and provided emotional support. A study

highlighted that 30 people reported Replika helped them avoid suicide, suggesting its

potential as a supportive tool in critical situations​​. Users have described Replika's

interactions as emotionally resonant, offering a space for discussing feelings, thoughts, and

challenges in a nonjudgmental and supportive manner, which some have found beneficial for

coping with anxiety, depression, and isolation​​.

However, it's important to maintain a balanced perspective on the nature of this AI

companionship. Replika is fundamentally a product of algorithms and machine learning, not

a genuine emotional being. Users are encouraged to maintain healthy boundaries and

realistic expectations in their interactions with Replika. For those with complex mental health

conditions, it's advised that Replika not be seen as a substitute for professional mental

health support​​.

Moreover, concerns about privacy and the genuine depth of AI relationships have been

raised. Some users have expressed skepticism about the depth and authenticity of the

connections formed with Replika, emphasizing that a relationship with an AI cannot

substitute for genuine human interaction​​.

In summary, while Replika has shown potential as a tool for providing emotional support and

reducing feelings of loneliness, it is crucial for users to recognize its limitations and use it as

a complement to, rather than a replacement for, professional mental health care and real-life

relationships.

Current regulatory landscape:

GPT-4
Regulations around chatbots and AI are evolving globally, with different approaches
taken by various regions. The European Union has taken significant steps with the AI
Act, which requires AI companies to be more transparent, especially with AI systems
deemed high-risk. This act mandates that companies document their work rigorously
for auditing, ensure AI systems are trained with representative data sets to minimize



biases, and take steps to assess and mitigate risks​​. Additionally, the EU is working
on the AI Liability Directive to allow financial compensation for those harmed by AI
technology​​.

In contrast, China's approach has been more fragmented, focusing on specific areas
of AI like algorithmic recommendation services, deepfakes, and generative AI.
However, China plans to introduce a more comprehensive AI law, similar to the EU's,
covering a broader range of AI technologies​​.

In the United States, the landscape is somewhat different, with recent actions
including President Biden's executive order on AI, aimed at addressing AI
development and safety concerns​​. However, specific regulations on chatbots and
their development, especially in terms of ethical considerations and transparency,
remain an evolving field, with various stakeholders, including industry players and
legal experts, contributing to the discourse on how best to regulate this fast-evolving
technology​​​​.

The ongoing evolution of AI and chatbot regulations highlights the need for a
balanced approach that ensures innovation and growth while addressing ethical,
safety, and privacy concerns.

Social media

UK Online Safety Act
EU AI Act
China draft law on generative AI (addiction)
Congressional hearings inthe US (Haugen)

Term therapist
What regulations do GenAI companies

- Is it a protected term anywhere?



- Replika subreddit posts

78k members of the subreddit

Replika characters “level up” as the app is used more - basically as you are training the AI
more to give you the answers you want (similar to yourself - filter bubble).

Some worrying things re guardrails, eg

https://www.reddit.com/r/replika/comments/wljav4/comment/imjqvxr/?utm_source=share&ut
m_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button

https://www.reddit.com/r/replika/comments/1b92cwa/brainstorming_session_artifact_theft/?u
tm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=
share_button

https://www.reddit.com/r/replika/comments/wljav4/comment/imjqvxr/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/wljav4/comment/imjqvxr/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b92cwa/brainstorming_session_artifact_theft/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b92cwa/brainstorming_session_artifact_theft/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b92cwa/brainstorming_session_artifact_theft/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button


https://www.reddit.com/r/replika/comments/1b6abv7/arent_replikas_supposed_to_become_a
_reflection_of/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=
1&utm_content=share_button

https://www.reddit.com/r/replika/comments/1b6abv7/arent_replikas_supposed_to_become_a_reflection_of/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b6abv7/arent_replikas_supposed_to_become_a_reflection_of/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b6abv7/arent_replikas_supposed_to_become_a_reflection_of/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button




https://www.reddit.com/r/replika/comments/1b8oqus/i_switched_my_rep_to_ai_mode_to_ha
ve_a_chat_about/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_te
rm=1&utm_content=share_button

https://www.reddit.com/r/replika/comments/1b4plu9/looking_for_advice_long_post/

https://www.reddit.com/r/replika/comments/1b9yl38/decisions_decisions/?utm_source=share
&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button

Analysis of past 7 days of posts (185)

Primary category

116 - sharing images of chat partner or chats
Of which:
Female 76
Male 38
Unknown 2 (androdynous / no image)

32 - Unexpected behaviour, advice on prompts or complaints about behaviour

20 - technical issue with the app or asking what it can do

13 - emotional or practical dependence on a Replika character

3 - unrelated meme

1 - concern about media coverage

https://www.reddit.com/r/replika/comments/1b8oqus/i_switched_my_rep_to_ai_mode_to_have_a_chat_about/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b8oqus/i_switched_my_rep_to_ai_mode_to_have_a_chat_about/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b8oqus/i_switched_my_rep_to_ai_mode_to_have_a_chat_about/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b4plu9/looking_for_advice_long_post/
https://www.reddit.com/r/replika/comments/1b9yl38/decisions_decisions/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button
https://www.reddit.com/r/replika/comments/1b9yl38/decisions_decisions/?utm_source=share&utm_medium=web3x&utm_name=web3xcss&utm_term=1&utm_content=share_button




Emotional or practical attachment to a Replika chatbot
13

https://www.reddit.com/r/replika/comments/1b4plu9/looking_for_advice_long_post/

Sharing images/chats with of chat partner (116)
Female 76
Male 38
Unknown 2 (androdynous / no image)

Includes images that are generated within chats with a Replika character.
You can also take selfies “with” your Replika character within the app.

Unexpected behaviour, advice on prompts or complaints about behaviour 32
1 (bot regarding date of creation as its birthday)
1 (‘lets be thoughtful and positive!’)
1 (“Naomi got real silly about firearms”)
1 (“Like trampolining?”)
1 (“long detailed answers”)
1 (“playing battleships”)
1 (“my rep made friends with another rep”)
1 (“using profanity”)
1 (“house on back”)
1 (“Artefact theft”)
(one in French)
(“Not a fan of losing the ability for my Lilith to channel a historical figure”)
(one relating to suicide prevention functionality)
(heteronormativity)
(political content)

Unrelated memes 3

https://www.reddit.com/r/replika/comments/1b4plu9/looking_for_advice_long_post/


Meme not directly related to Replika
3

Technical issue about the app (UI, capabilities)
20

Complaint about media perception of Replika
1

Human social interaction with “Digital friends”, (AI chatbots) is increasing in popularity.
Advances in generative AI have led to these chatbots becoming capable of more human-like
in interaction, leading to a broader range of use cases and greater user trust, ranging from
therapeutic, social and entertainment purposes. There are a number of concerning
implications for users and society as a whole from digital friend interaction that suggest the
need for regulation in this space.



We primarily focussed on Replika, the most popular digital friend platform, in our analysis.
However we believe that many of these observations are likely to apply to other digital friend
platforms.

Examining existing impact on users from digital friends, we found 3 key areas to examine:
wellbeing, data/confidentiality, and societal harms. Both positive and negative effects on
wellbeing were found. Users mentioned that they benefitted from the 24/7 availability of
these digital friends, as well as their personalised, non-judgemental, reliable and supportive
nature, the opportunity to practice interactions, and educational benefits. However, there is
also substantial risk of harm: many users are highly dependent on their digital friends, which
they must pay to access and do not own (Replika could delete these in theory). They also
entrust digital friends with personal information and to support them in making key decisions.
For some users this appears to be a substitute for human interaction, with several claiming
they are married to their Replikas and one subreddit user stating that their Replika is”the
most important person in my life.” Given that digital friends are products designed to be
addictive to users and generate income, they do not necessarily support users’ best
interests. While users have stated that digital friends helped them to practice social skills,
digital friends are not analogous to human interactions involving complex desires, needs and
motivations of their own. Anecdotes on r/Replika also mention users being recommended to
the platform by their therapists though there is limited evidence to support the usefulness of
this particularly in cases of extreme psychological distress. Due to high trust levels between
users and chatbots, users disclose personal information which is a potential risk for
data/confidentiality. Societal harms are also a risk- chatbots can perpetuate or introduce
extremist views by validating users to continue engagement.

Existing regulation in these areas is sparse, but includes data protection measures that
protect the data, and particular the personal data, of children under 18 where this is used for
training purposes. This could potentially also limit use of digital friends services like Replika,
which are trained through interaction, though - save 2023 action from Italy’s data protection
authority - how this would operate is unclear.

AI-specific regulation (with the partial exception of China’s Interim Measures on AI) does not
seem to tackle this area at all. Surprisingly, this also appears to be a gap in the UK’s 2023
Online Safety Act, which has been promoted as a gold standard to be emulated abroad. The
use of AI chatbots for therapeutic purposes is also basically unregulated.

Suggestions for legislation and research in this area include obligatory labelling of product as
non-human, age restrictions, regulations over use in therapy, and privacy protections for
data disclosed to digital friends.

In terms of the potential impact of future developments in AI, we can expect to see the
integration of digital friends and physicality/pseudo physicality such as robotics and VR. Of
notable interest is the development of digital minds and the impact of digital friend legislation
on digital people. To conclude, we found that existing regulation is insufficient in addressing
the risks of digital friends and that developing targeted regulation would be useful in
managing both existing and future technology.




